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ABSTRACT

Apache Spark is one of the most popular big data frameworks that abstract the underlying distributed computation details. However, even though Spark provides various abstractions, developers may still encounter challenges related to the peculiarity of distributed computation and environment. To understand the challenges that developers encounter, and provide insight for future studies, in this paper, we conduct an empirical study on the questions that developers encounter. We manually analyze 1,000 randomly selected questions that we collected from Stack Overflow. We find that: 1) questions related to data processing (e.g., transforming data format) are the most common among the 11 types of questions that we uncovered. 2) Even though data processing questions are the most common ones, they require the least amount of time to receive an answer. Questions related to configuration and performance require the most time to receive an answer. 3) Most of the issues are caused by developers’ insufficient knowledge in API usages, data conversation across frameworks, and environment-related configurations. We also discuss the implication of our findings for researchers and practitioners. In summary, our work provides insights for future research directions and highlight the need for more software engineering research in this area.

1. Introduction

The amount of available data has increased significantly in recent years. Forbes estimated that 90% of the data in the world is generated in the last few years (Forbes, 2018). The collected data contains valuable information that helps in making critical business decisions, but the data of such scale is difficult to process and analyze using a single machine. As a result, developers leverage various distributed data processing frameworks, such as Apache Hadoop (Hadoop, 2021) and Apache Spark (Spark, 2021), to analyze data across tens or even hundreds of machines.

In particular, Spark has become one of the most popular big data frameworks that companies are adopting (Agarwal, 2019). Apache Spark is a unified analytics engine for processing large-scale data. Spark can distribute data processing tasks across large clusters of computers to speed up the computation. Spark provides a set of APIs that abstract the distributed computation details. Thus, developers can call Spark APIs to implement the data processing logic and can scale horizontally without modifying the code. Spark supports multiple programming languages (i.e., Java, Python, Scala, and R) and offers various high-level API abstractions to meet a wide range of big data development needs, such as SQL queries, machine learning, and graph analysis.

Although Spark helps developers abstract the underlying distributed data processing details, developers may still encounter various challenges when developing Spark applications. For example, while Spark’s abstraction layer automatically optimizes data processing to achieve better performance, such abstraction may also pose challenges in debugging data processing tasks (Wang et al., 2021). Moreover, since developers may integrate Spark applications with other big data frameworks (e.g., storage engines such as HDFS), developers may also encounter integration issues. Spark provides various components, such as MLlib for machine learning and Spark Streaming for stream data processing, to perform a wide range of data processing tasks. However, there may be unique challenges associated with using various components and process different types of data.

In this paper, we conduct an in-depth qualitative study of the problems that developers encounter when developing Spark applications. Prior studies have used Stack Overflow to study the challenges that developers have in various fields, such as security and deep learning applications (Meng et al., 2018; Islam et al.,...
In this paper, we conduct an empirical study to unveil the challenges that developers encounter when developing Spark applications. We manually study the issues that developers have and summarize the root causes of the challenges. Our findings not only help inspire future research directions on assisting developers with developing big data applications but also provide development guidelines for developers.

Stack Overflow. In this paper, we study the Spark issues that developers encounter on Stack Overflow. Stack Overflow is a well-known Q&A website for developers to discuss all kinds of questions related to software development. Users can not only ask and answer questions but also vote for the most appropriate questions and answers. Every question and answer has attributes such as view count, vote count, and favorite count. The view count represents the number of views for a question thread, which reflects the popularity of the associated question/answer (Bajaj et al., 2014; Nadi et al., 2016; Yang et al., 2016). Each question can be upvoted or downvoted by users to reflect the vote count. A higher vote count means that the question may be more applicable to the general audience. Finally, Stack Overflow allows users to “bookmark” a question by marking the question as “favorite”. In this paper, we conduct a detailed manual
analysis on 1000 randomly sampled Spark-related questions on Stack Overflow. We also analyze the above-mentioned attributes to study which challenges are more prevalent and may require support from the research community.

2.2. Related work

**Empirical Studies on Big Data Applications.** There are several prior studies that aim to understand the challenges that developers have when developing big data applications. Bagherzadeh and Khatchadourian (2019) used Stack Overflow data to study what kinds of questions big data developers ask. They use topic models to find the more popular topics. However, their work focuses only on the quantitative aspects and does not provide an in-depth analysis of the challenges that developers have. Jiménez Rodríguez et al. (2018) used a LDA model to study the topics of the Spark-related questions that developers ask on Stack Overflow. They found the main libraries and topics of discussion about Spark and how the discussion of different Spark libraries change over time. While the study provides a good general overview of the challenges that Spark developers encounter, the study is totally quantitative and the categories in their study are coarse-grained, it offers few insights into the types of information that can be useful for building and debugging Spark applications. For example, compared to other Spark libraries, they found that Spark-SQL may have more problems but they did not discuss what challenge developer encounter when using Spark-SQL to do data processing tasks. Kim et al. (2018) surveyed 793 Microsoft data scientists on the common challenges that they encounter. They find that the most common challenges are related to data quality and the scale of data. Fisher et al. (2012) also interviewed 16 data analysts at Microsoft and they found that debugging in a distributed cloud environment is extremely challenging. Zhou et al. (2015) analyzed 210 issue reports from one of Microsoft’s big data platforms. They find that more than 30% of the issues are related to application design and code logic.

Compared to prior studies, this paper aims to provide a more comprehensive and in-depth understanding of the problems that developers encounter and their root causes. We conduct a manual study on 1000 Spark-related questions collected from Stack Overflow. We manually categorize the questions and identify the prevalent question types (e.g., in terms of view counts). Finally, we manually derive the root causes of questions and summarize the implications of our findings.

**Analysis and Testing of Big Data Applications.** Gulzar et al. (2016, 2018, 2019) developed a series of techniques to assist developers in debugging and testing big data applications. Their work of BigDebug (Gulzar et al., 2016) simulates breakpoints and watchpoints to allow interactive debugging in big data applications. BigSift (Gulzar et al., 2018) applies the concept of delta debugging to help developers identify the root cause of an error in Spark applications. Finally, BigTest (Gulzar et al., 2019) automatically generates a small and synthetic dataset for effective and efficient testing. Zhang et al. (2020) propose a novel coverage-guided fuzz testing tool for Spark applications. Wang et al. (2021) propose an approach called DPLOG to provide logging support to monitor data applications. These studies provide valuable support to developers and assist in testing and debugging Spark applications. Our work focuses on identifying problems and their root causes in developing Spark applications. Our findings provide directions for future research on improving the quality of Spark applications.

**Other Empirical Studies that Leverage Stack Overflow.** Stack Overflow is a widely used platform to study software engineering practices from developers’ perspectives. Previous studies provide valuable insights by analyzing questions on Stack Overflow (Tahir et al., 2018; Ahmed and Bagherzadeh, 2018; Abdellatif et al., 2020; Tahaei et al., 2020; Islam et al., 2020; Meng et al., 2018; Islam et al., 2019). Meng et al. (2018) studied 503 Stack Overflow posts to understand developers’ concerns on Java secure coding. Islam et al. (2019) study over 2000 posts from Stack Overflow to find the common types and root causes of bugs in five popular deep learning libraries. Islam et al. (2020) studied 415 repairs from Stack Overflow and 555 repairs from GitHub to find the bug repair patterns and challenges in five deep learning libraries. They find that bug fix patterns of deep neural networks are different compared to traditional bug fix patterns. Zhang et al. (2019) studied obsolete answers on Stack Overflow to understand the evolution of crowdsourced knowledge. Mondal et al. (2021) studied unanswered questions on Stack Overflow to understand the difference between unanswered and answered questions. Similarly, we conduct an empirical study of Spark-related questions on Stack Overflow to understand the Spark problems that developers encounter.

Stack Overflow posts cover a wide range of topics. Barua et al. (2014) found that general programming and web-related topics are more common on Stack Overflow. To uncover the types of posts on Stack Overflow, previous studies (Beyer et al., 2020; Alamanis and Sutton, 2013) propose categories such as review, conceptual, and learning, to classify the posts. These categories provide a valuable perspective for classifying issues on Stack Overflow. Although such classification categories may be suitable for general programming-related problems, these categories are too general for categorizing the problems that developers encounter during Spark development. Spark, as a distributed data processing framework, requires certain domain-specific knowledge, such as data processing, distributed computing, and configuration management. Such knowledge often does not apply to general programming or other domain-specific (e.g., Android or web development) questions. Therefore, we propose new classification schemes to study the Spark-related problems that developers ask on Stack Overflow.

3. Study results

In this section, we first discuss our data collection process. Then, we discuss the results of our research questions (RQs). For each RQ, we discuss the motivation, approach, and results.

3.1. Study setup

Our goal is to understand common challenges that developers encounter when using Spark and to provide insights towards potential solutions to Spark challenges. To achieve the goal, we analyze the questions that developers ask on Stack Overflow — the most popular Q&A website for software development and programming questions. We collect the Stack Overflow data from Stack Exchange Data Explorer.¹ This website provides a SQL query interface where we can download Spark-related posts through SQL queries. Our collected data contains post information, such as the detailed content of each post (i.e., a question and its associated answers), the number of received votes in a post, and the view count of a question.

To study the types of questions that developers ask on Stack Overflow, our first step is to identify the posts that are related to Apache Spark. On Stack Overflow, developers are required to label at least one and at most five tags when they ask a question. These tags represent the specific topics for a question. Therefore, we use the tag `apache-spark` to select all Spark-related questions on Stack Overflow. Moreover, we follow prior studies (Wang et al.,

¹ https://data.stackexchange.com/help.
2018; Ponzanelli et al., 2014) to further select questions that have a score greater than zero. In total, we collected 14,043 questions and their associated 22,329 answers. To study the questions and their associated root causes in detail, we only consider the questions with an accepted answer and code snippets. Finally, we select the questions that were asked between 2014 and 2019. We choose the questions in this period because Spark 1.0 (the first stable version of Spark) was released in 2014 (although Spark was first open-sourced in 2010). Based on the above-mentioned criteria, we filter our extracted posts and collect 12,217 Spark-related posts.

3.2. RQ1: What types of questions do developers ask about Spark on Stack Overflow?

Motivation. Spark is a popular distributed big data processing framework that is widely used by many large companies around the world, such as Shopify, Baidu, and TripAdvisor. One of the main advantages of using Spark is that it abstracts the data parallelization and computation for developers, which significantly reduces the software development overhead. Spark abstracts complex data computation using a functional programming model, e.g., executing operations such as filter, map, and reduce in distributed and parallel settings. However, due to the peculiarity of Spark and its abstraction, there may be unique challenges in using Spark from developers’ perspective. To help developers and practitioners understand the common issues when using Spark and to inspire future research, in this RQ, we analyze the Spark-related questions that developers ask on Stack Overflow.

Approach. As discussed in Section 3.1, we collected a total of 12,217 Spark-related posts (i.e., questions and their associated answers) that have an accepted answer and code snippet. To answer this RQ, we randomly sampled 1000 posts and conduct a qualitative study. The size of the random sample achieves a confidence level of 95% with a confidence interval of 3%. We then study each sampled post based on the question itself and the associated answers (including both text and code snippets) to identify the challenges that developers have when using Spark. We did not use the question tags to classify the questions because the tags are user-provided and only contain high-level information. More concretely, we followed previous research process (Wang et al., 2018; Zhang et al., 2019) to manually derive categories. This process involves three phases and is performed by the first two authors (i.e., A1–A2) of this paper:

- **Phase I:** A1 & A2 first independently go through 300 randomly sampled questions and their corresponding comments, and suggested type for each post. A1 & A2 discussed the suggested types and merged the similar types. They discuss their opinions to unify the classification criteria, and finally generate 11 manually-derived types (shown in Table 1).
- **Phase II:** A1 & A2 independently categorize the question types for the remaining 700 questions using the types derived in Phase I. We assign each question to the most relevant category. Each question belongs to only one of these 11 types. A1 & A2 took notes regarding the deficiency or ambiguity of the labels for these questions.
- **Phase III:** A1 & A2 discussed the coding results that were obtained in Phase II to resolve any disagreements until a consensus was reached. The inter-rater agreement of this coding process has a Cohen’s kappa of 0.825 (measured before starting Phase III), which indicates that the agreement level is substantial (McHugh, 2012).

Results. Table 1 shows the manually derived question types. In total, we uncover 11 types of questions that developers encounter. Below, we discuss the uncovered types in detail. To the replication of our results, we have made the dataset publicly available.4  5

Data Processing (43%) is the most prevalent issue that developers have. Developers often face issues related to data processing during Spark development. As a distributed big data processing framework, Spark provides users with multiple ways to process data. However, due to the vast number of APIs and approaches to process data, developers often cannot quickly find the most efficient way to process data in different situations. For example, a developer on Stack Overflow attempted to add a numeric index to every line.6 His initial attempt used the map function, which is one of the most common functions in Spark. However, the code resulted in incorrect output. Even though the task can be achieved using the map function, the accepted answer suggested the developer use the function zipWithIndex in Spark. By design, the zipWithIndex function automatically appends the corresponding index to the element in a resilient distributed dataset (RDD).

Developers often encounter issues when configuring Spark or its integration with other frameworks (15%). Spark has a high degree of configuration flexibility and a large number of configuration parameters.7 Therefore, developers may encounter problems when configuring Spark. In addition, as a distributed big data processing framework, Spark often needs to be configured in a cluster setting and communicates with numerous other big data frameworks. We also find that developers encounter configuration issues related to the environment setup. For example, a developer attempted to save data to Elasticsearch using Spark, but he encountered a NoClassDefFoundError exception.8 Although the developer tried to use Maven to manage the dependencies, the exception still occurred. In the end, an answer pointed out that, due to the distributed nature of Spark, the initial Maven setting that the developer used only applied to the driver machine but not the worker nodes. The developer needed to configure Maven to pass the dependent classes to both the worker nodes and the driver. Although less common, developers may also encounter issues related to configuring logging frameworks in Spark (1%). For example, a developer had an issue with configuring custom Spark logging for debugging due to the complexity of distributed systems.9 Since logs are an important source of information for debugging large-scale systems, properly configuring Spark logging is important to assist developers with diagnosing runtime issues.

11% of the issues are related to data input and output (10). Spark provides a series of APIs to access a variety of data sources in different formats (e.g., Parquet, JSON, and orc) or frameworks (e.g., Elasticsearch and Hive). However, developers may encounter problems with reading and writing the data. For example, a developer tried to read some JSON data in Spark but got an error message after loading the entire 6 GB of the JSON file.10 The reason is that Spark requires the JSON file to be in a specific format (i.e., not the regular JSON format), where each line in the file must contain a separate and self-contained valid JSON object. As a consequence, reading a regular multi-line JSON file

---

5 https://doi.org/10.5281/zenodo.6977517.
6 https://stackoverflow.com/questions/35990846/.
7 https://spark.apache.org/docs/latest/configuration.html#application-properties.
8 https://stackoverflow.com/questions/38118582/.
9 https://stackoverflow.com/questions/34353995/.
10 https://stackoverflow.com/questions/31212962/.

---
would result in an error. Such issues may be difficult to detect in advance due to the vast number of IO sources that Spark supports. Moreover, due to the size of the data that developers often work with when using Spark (e.g., 6 GB in the above-mentioned example), the issues may require a long time to debug.

In addition to regular IO, developers also encounter IO issues related to streaming (4%). We find that developers often use Spark together with other stream-processing frameworks (e.g., Kafka or Flume) to read/write real-time data streams. Developers may have issues, such as delays in data reception, checkpoint issues, or inconsistent data format across frameworks.

Developers sometimes have issues understanding the basics of Spark (8%). Developers encounter some problems related to the working principle of Spark and programming language, etc., which are relatively basic concepts. For example, a developer did not know if the spark-shell mode can run in a clustered environment like spark-submit mode. These are two different ways to start Spark applications (e.g., one is through a shell environment) but they can both run in a cluster environment. In particular, we find that 2% of the issues are specifically related to object serialization, where developers either did not provide any serialization or made a mistake during the serialization process. Although Spark provides an abstraction for big data processing, developers may be unfamiliar with the distributed computing concept behind the abstraction, thus encountering issues with how to leverage Spark for a given task in hand.

5% of the issues are related to MLlib. MLlib is a machine learning library in Spark that supports many mainstream machine learning algorithms, such as logistic regression. One key advantage of MLlib is that it utilizes Spark’s distributed computing capability so that developers can train/apply the ML models using multiple worker nodes. However, due to the differences between the data representation and processing in Spark and other machine frameworks (e.g., R or scikit-learn), Spark developers may encounter problems when using MLlib. For example, a developer had an issue regarding the type of input data that should be used in Spark’s API for Latent Dirichlet Allocation. However, due to unclear API documentation and the differences in how Spark represents the input data, the developer did not know how to properly use MLlib. In short, we find that due to the data types that are introduced to abstract big data processing (e.g., RDD and dataset), developers may have difficulties when using MLlib for machine learning in Spark.

5% of the developers encounter performance issues when using Spark. Because of the in-memory nature of most Spark computations, different settings (e.g., IO read and write, cluster configurations, and choice of different APIs) may affect the performance of Spark applications. Therefore, Spark developers sometimes encounter performance issues. For example, some developers discussed which API achieves better performance between reducebykey and groupbykey. For different programming languages (e.g., Scala or Python), due to differences in implementation principles, the two APIs may have certain performance differences. Using reducebykey may bring a slight performance improvement but may also lead to an increase in code complexity.

Developers sometimes encounter unresolved bugs in Spark (2%). Since the release of Spark, it has attracted much attention from the software engineering community and is under active development. Therefore, Spark developers are constantly improving and adding new features to Spark. There are over 40 Spark releases over seven years from 2014 (i.e., Spark’s initial release) to 2021. Such active release practices may make it difficult for users to adopt the most recent Spark version. We find that in 2%
of the studied questions, users encounter some resolved bugs in Spark. The bugs were already resolved in either the latest release or in the master trunk, but some users were not aware of the issue and the fix, which increases the development overhead. 4% of the problems do not belong to the above-mentioned categories and are assigned to the Other category. We find that sometimes developers discuss the design of Spark. For example, a developer discussed that the design of the Row class in Spark needs some improvement. This developer thought that in order to extract a value, one has to know the exact type, which is a bad design. Another problem discussed by a developer goes against the working principle of Spark. The developer asked about how to call another RDD in the map function for an RDD, which is impossible to achieve and violates the working principle of Spark. In short, we find that even though Spark provides an abstraction of big data computation for developers, developers may still encounter various issues related to the design of abstraction or the underlying working mechanisms of Spark.

We identify 11 different types of questions that developers encounter in developing Spark applications. Data processing is the most prevalent (43%) issue that developers encounter. Developers also encounter issues in configuring Spark or in the integration between Spark and other frameworks. Furthermore, developers encounter other diverse types of Spark challenges, such as performance issues, MLlib-related issues, and Spark bugs.

3.3. RQ2: Which types of questions have higher view counts and are more time-consuming to answer?

Motivation. In our manual analysis, we identified 11 categories of questions that developers encounter when developing Spark applications. In this RQ, we further investigate the view counts of the questions, which helps identify the questions that are most commonly encountered by users. We also analyze the time to receive the first accepted answer to questions. These metrics have been used in prior studies (Yang et al., 2016; Rosen and Shihab, 2015) as proxies to measure the popularity and difficulty of the questions in different categories. The finding may help identify which types of questions may be more popular and challenging to solve, and thus require more support from the research community.

Approach. For the 1000 posts that we manually classified, we follow the steps below to compute the view counts and the time it takes to receive the first accepted answer.

• View Counts. Similar to prior studies (Bajaj et al., 2014; Nadi et al., 2016; Yang et al., 2016), we use view counts as a proxy to measure the popularity of the uncovered categories of questions. In particular, we also collect some other metrics (such as the number of followers and answer score). While there may be some subtle differences among all these different metrics, based on our observation, the correlation between view counts and other metrics is high (from 0.71 to 0.90). Moreover, we find that for the ranking of the types of questions, these metrics have similar trends compared to view counts. Therefore, we decided to use view counts as a proxy for popularity since we believe view counts are easier to interpret. We compute the normalized view count based on the age of the question by dividing view count by the year difference between the posting time and 2020 (our data was collected around the end of 2019). For example, for the questions that were posted in 2018, we divide the view count by two. Intuitively, a topic with a larger view count may be more popular.

• Time to Receive an Accepted Answer. We follow prior work (Yang et al., 2016; Rosen and Shihab, 2015) and use the needed time for a question to receive an accepted answer as a proxy for the difficulty of the questions in each category. When it takes a longer time for a question to receive an accepted answer, it may indicate that the question may be more difficult to answer or less common. We calculate the median time in hours for the questions that belong to the same category.

Results. Table 2 shows the average of normalized and raw view count for the questions that belong to each category. Table 2 also sorts the categories by the average of normalized view counts. Note that we exclude one category (i.e., Logging) since this category has less than 10 questions and the data is highly skewed. We find that the ranking based on the normalized view counts is very similar as the ranking based on the raw view counts. The only difference is that the rankings of streaming and MLlib have swapped. The finding shows that the popularity of the question categories remain stable across the years. We find that questions related to Spark Basics have much larger normalized view counts (an average of 1361 views) compared to questions in other categories. We conjecture that the reason may be related to the multi-paradigm nature of Spark (i.e., Spark provides APIs in functional programming paradigm but can also be used in object-oriented languages such as Java) and its abstraction of complex distributed data processing. We find that questions related to Data Processing are the second-most-viewed among all categories. The reason may be that most developers rely on Spark to process large-scale data, but as we found in our manual study, some developers may have difficulties knowing how to correctly use Spark to transform/process the data to the desired format. We also find that questions in the categories Input and Output and Configuration have a higher normalized view count (i.e., more than 800), which may indicate that developers encounter such problems more often. In general, developers not only ask more questions about Data Processing and Input and Output, but they also read related questions frequently.

Table 2 shows the median time to receive an accepted answer for the questions in each category. We find that, even though there are many questions related to Spark Basics and Data Processing, the median time for these questions to receive an accepted answer is short (i.e., within one hour). In other words, most of the issues that developers have in these two categories may be less difficult to answer, thus leading to a fast accepted answer.
On the other hand, we find that questions related to Spark Bugs, Configuration, and Performance require relatively more time to receive an accepted answer (the medians are 3.0, 14.4, and 8.6 h, respectively). Our findings show that whenever developers encounter an issue caused by bugs in Spark, they need to wait for a long time to receive an answer, which may indicate that developer will have to search other Q&A databases to find what they need. In addition, due to the complexity of systems based on Spark, developers may encounter issues on Spark configurations or configurations related to the integration with other frameworks. Finally, performance issues also require a longer time to resolve. For example, a developer used the window function to transform a dataframe, the developer was looking for a more efficient way to process his data. It took almost a month to get an accepted answer. As we observed in our manual study, the reason may be that performance issues are difficult to diagnose in a distributed computing environment, especially when the computation involves complex data computation across multiple worker nodes.

In short, our finding highlights the potential bottlenecks and challenges that developers may encounter when using Spark for big data applications. Future studies may consider helping developers with Spark development by providing better diagnostic support and suggestion for configuration and performance related issues. Future studies may also help developers identify if the issue that they encounter is related to bugs in Spark (e.g., by automatically mining the bug reports), thus reducing the needed time to fix bugs by requesting help from Stack Overflow.

Questions related to Configuration and Performance receive a relatively large number of average view counts and require the most time to answer. On the other hand, Spark Basics and Data Processing questions have the most view counts but are faster for developers to solve. Future studies may consider helping developers with Configuration and Performance related issues due to their long answering time.

3.4. RQ3: What are the root causes of Spark-related questions?

Motivation. In the previous RQs, we study the types of questions that developers encounter and how popular/time-consuming they are. However, questions of the same type can have different root causes, and different questions can share the same root cause. Hence, it is important to understand the root causes of Spark questions and provide insights into the challenges that developers have. In this RQ, we manually study and identify the root causes (e.g., incorrect API usage) of the studied Spark questions. Our findings can help practitioners avoid common issues and inspire future research directions to better support developers in improving the quality of Spark applications.

Approach. We manually analyze the same 1000 sampled posts that we studied in RQ1, with a goal to identify the root causes of each Spark question. We follow a similar open-coding process in RQ1, where two authors first study the questions and identify their root causes separately based on 300 randomly selected questions. As it is not possible for us to find and ask the questioner of each post about why this problem is caused, we speculate about the cause of their problems based on their questions, the accepted answers and the code that solves the problem. We generate a list of root causes after discussions and label the rest of the questions with our derived list of root causes. These root causes are related to developers’ usage of the Spark API/configuration or Spark’s abstraction. After labeling all the sampled questions, we calculate the distribution of the questions with different root causes in each question type. We filter out the question types with fewer than 20 posts, which are Serialization, Logging, Spark Bug, and the posts that belong to the Other category. We remove these posts since they are often unrelated (e.g., the ones that belong to the Other category) or are very similar (e.g., the ones that are related to Serialization). Thus, we wish to focus on identifying the root causes of the major question types.

Results. Table 3 shows our manually identified root causes of the studied Spark questions together with their corresponding percentage. In total, we identify 11 root causes about why developers encounter the question. Below, we discuss the different root causes in detail.

The root cause of 28% of the studied problems is related to Spark’s data abstraction since developers are not able to see the intermediate results in data processing pipelines. Spark uses various data structures (e.g., RDD and DataFrame) to abstract distributed computation and performance optimization. In a data processing pipeline (i.e., calling a chained list of methods), Spark automatically distributes the computation across the worker nodes and applies lazy evaluation for optimization. In other words, Spark would not compute the result immediately when a method is called. Instead, Spark may optimize the performance of data processing by combining several method calls into one data transformation operation. Developers may call several data transformation methods in a data processing pipeline, but developers do not know how the data is transformed/processed in each step. When developers get an unexpected result, they may not know which step in the data processing pipeline causes the issue. Debugging such data processing errors can be challenging since there is no automated way of tracking how the data is transformed/processed in each step of the data processing pipeline. Moreover, breaking the data processing pipeline to record intermediate results will result in significant performance degradation. For example, a developer on Stack Overflow had an issue with his big data application. The application always threw an exception after running for half an hour, but there was no information to show which step in the data processing pipeline caused the issue. Therefore, the developer wished to display step-by-step execution results to debug the application. Since there was no readily available solution, the suggested answer was to sample a subset of the data and test the application locally instead of on the cluster.

The root cause of 22% of the studied problems is related to insufficient knowledge of API usage. In order for developers to gain flexibility in working with various data types, Spark provides a rich set of API functions with various configurations/options to support development. Developers can choose different API functions when working with diverse data types. However, due to a large number of API functions in Spark, it is difficult for developers to use the proper functions that apply to specific development scenarios. Developers can encounter problems by using incorrect API functions or inefficient API functions when a more performant alternative exists. For example, a developer

16 https://stackoverflow.com/questions/56270629/.

17 https://stackoverflow.com/questions/40042315/.
usage can be different. For example, a developer encounters a problem when he migrated Pandas DataFrame code to Spark DataFrame.\textsuperscript{19} While developers know how to use groupby to process data in Pandas, they encountered problems using groupby in Spark due to subtle differences between the two frameworks. In short, developers may assume that the API in Spark is the same as the one in Pandas, which results in issues in the application.

We also find that the names of some Spark functions may be similar to other popular data processing frameworks, but the usage can be different. For example, a developer encounters a problem when he migrated Pandas DataFrame code to Spark DataFrame.\textsuperscript{19} While developers know how to use groupby to process data in Pandas, they encountered problems using groupby in Spark due to subtle differences between the two frameworks. In short, developers may assume that the API in Spark is the same as the one in Pandas, which results in issues in the application.

\textsuperscript{18} https://stackoverflow.com/questions/47052969/.

\textsuperscript{19} https://stackoverflow.com/questions/42776610/.
The root cause of 13% of the studied problems is related to complex environmental and inter-framework configuration. Since Spark applications are often executed in a distributed environment, developers need to properly configure the environment parameters to ensure the proper operation of the applications. However, correctly configuring the environment parameters can be a complex task, especially when developers need to configure both Spark and other interacting frameworks. This complexity may lead to configuration-related problems.

We also find that, since the issue may be related to the configuration of various frameworks/components in a distributed environment, the error message may not be detected in local mode and propagated back to the main Spark application. Namely, Spark application developers may be left in the dark when diagnosing complex configuration issues in distributed environments. For example, a developer tried to access a NoSQL database (i.e., Cassandra) in a Spark application using Spark’s Cassandra-connector configured using Maven. The connection was established, but no result was returned and there was no exception message in the local mode and driver node. The developer later found out that the issue was related to file path issues in the configuration file. Due to Spark’s distributed nature, helping developers analyze issues that are propagated across frameworks/nodes is important for debugging and ensuring application quality.

Developers often encounter issues caused by configurations related to distributed settings or framework integrations. However, such issues are difficult to debug because error messages may not be propagated across frameworks or worker nodes.

11% of the studied problems are related to incorrect or incompatible data format. Spark provides different data formats (e.g., RDD and DataFrame) to abstract distributed computation for various data types. Developers may need to convert between data formats and types to leverage different APIs (e.g., to use APIs in MLlib, the machine learning library in Spark). However, data format conversions can be a challenging task for developers, especially if the conversion involves multiple frameworks. For example, a developer asked how to convert a Spark’s DataFrame with an array of doubles to a vector to pass to a vector to a machine learning algorithm. The data conversion process requires converting from Double in Scala to Vectors in Spark MLlib (i.e., across frameworks or libraries), where there is no standard nor an easy way for such conversion. Future research is needed to assist developers with data format conversion, especially conversation across frameworks or programming languages.

9% of the studied problems are related to a lack of basic knowledge of Spark or programming language. Developers with different experience levels may try to use Spark for big data processing. Some developers encounter problems because they lack the basic knowledge of Spark or related programming languages. For example, a developer was not familiar with the Scala language and he did not understand the meaning of rdd.map(_swap). He mentioned that he studied the Scala/Spark API but still could not find where .swap is defined, even though .swap is a method defined in Scala’s Tuples. We found that these types of questions also have very high view counts on Stack Overflow (e.g., over 7K views in the above-mentioned example). The Spark community can improve the documentation to guide developers in understanding the basic knowledge of Spark. For example, tools that help developers extract solutions from the Spark official documentation would be helpful. A community mentoring program can also be launched to help developers build high-quality Spark applications.

Developers may lack basic knowledge of Spark or related programming languages. Better community support is needed to guide developers in developing Spark applications.

Developers may encounter issues related to integrating Spark applications with other frameworks or data sources (6%). Developers commonly use and integrate a variety of data management/storage systems, including HDFS, Hive, and Kafka, with Spark applications. For flexibility and ease of development, Spark provides a set of APIs that provides an abstraction to the data management systems. Namely, developers can use the same set of APIs to access different data storage systems. However, even though Spark provides an abstraction layer for the data storage systems, there are still some differences among the systems that Spark fails to abstract. For instance, a Spark developer needed to call different APIs when accessing files of different formats that are stored in HDFS. The issue was the developer was not aware of the Spark API that handles a specific type of data that is stored in HDFS. The problem can be more challenging if the data type is not supported by Spark. In such cases, developers may need to manually handle the integration with other frameworks, which may be prone to maintenance issues if the frameworks are updated. Future studies should consider helping developers with better integration between Spark and other frameworks by providing support such as automated API recommendation or better data abstraction.

While developers may know how to interact with some frameworks and data sources, a certain amount of variability (e.g., accessing data of different formats stored in an external framework) can cause problems when developing Spark applications.

The root cause of 5% of the studied problems is related to incorrect or suboptimal configuration values. Spark configuration parameters control the application runtime settings, such as memory limits and network bandwidth. Most of the parameters that control internal settings have default values, which can be changed by developers. However, with hundreds of available configuration parameters in Spark, it can be challenging for developers to configure the parameters according to the application and its environment setup. For example, a developer found there was much unused memory in his application and attempted to leverage the available memory by increasing the memory limit. The developer changed the Spark configuration parameter, spark.worker.memory in the configuration file, but he found that the used memory limit stays the same. The

Developers often need to convert between data formats when using Spark. However, due to a rich variety of data formats from different frameworks or programming languages, developers may encounter challenges when converting between data formats.
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reason is that in order to increase the memory, the developer should modify the spark.executor.memory parameter rather than spark_worker_memory parameter. Future research is needed to assist developers in better managing Spark configurations, especially in a distributed environment.

Although Spark provides developers with a variety of configuration options, developers often encounter configuration problems due to the inability to find the correct or optimal configuration parameters.

4% of the studied problems are related to the diversity of timestamps representations. Timestamps have many different representations, such as year and month format (yyyy-MM-dd) or Unix time. Developers often need to do some processing on the timestamps in the original data based on their needs. Spark provides some API functions to help developers process timestamps data. However, the support from Spark is limited and does not cover the wide variety of timestamp formats. For example, Spark provides APIs to calculate timestamp differences in days but not for other granular levels (e.g., minutes or seconds). A developer knew that Spark provides the dateDiff function to get the number of days between two timestamps but he did not know how to get the minute difference. The accepted answer is to convert the different times into the long data type and then manually calculate the difference in minutes. Due to the variety of timestamp representations, we found that many developers encounter issues in converting timestamp formats or calculating time differences. Thus, more support is needed to help developers avoid mistakes and assist in processing timestamp data.

1% of the studied problems are related to the specifics of distributed data computing. Unlike stand-alone computing, Spark acts as a distributed data processing engine, allowing developers to maximize the advantages offered by distributed computing. Developers should consider how to maximize the use of limited resources to process data concurrently when running their applications. Spark automatically sets the number of “map” tasks to run on each file according to its size (though it can be controlled through setting optional parameters in SparkContext.textFile). For distributed “reduce” operations, Spark uses the largest specified number of partitions. Clusters will not be fully utilized unless developers set the proper level of parallelism for each operation. Some developers ignored the mechanism of distributed data computing and set an unreasonable partition number. For example, a developer needed to read all the images into memory as RDD and the target image was saved in a directory hosted on HDFS. The developer found that the process is time-consuming and attempted to understand if there was any better way to load large image data set into Spark. An answerer suspected that it may because there were a large number of small files on HDFS that cause the problem. A large number of small files causes Spark to generate too many tasks and affects performance. This answerer gave a suggestion which is to set the number of partitions to a reasonable number: at least 2x the number of cores in the cluster. This can increase the degree of parallelism and make full use of cluster resources to process data. Future research is needed to provide automated support to help developers utilize the computing resources in clusters.

Developers may not utilize the resources in a distributed environment, which can cause performance issues. Future research is needed to help developers automatically configure Spark applications to utilize the cluster settings and computing resources.

1% of the studied problems are related to a lack of knowledge in Spark’s memory allocation. There are two main types of memory in Spark: execution and storage. The execution memory is mainly used to store the temporary data when running a data processing task. The storage memory is mainly used to store the cached data and broadcast variable values across nodes in the cluster. The allocation of the memories has a significant impact on the performance of Spark programs. However, developers may lack knowledge in Spark’s memory allocation, which generally requires a certain level of understanding of the inner workings of Spark. For example, a developer wished to know why the cached memory was improved when using order by in a Spark SQL query. An answerer explained that Spark SQL scans the required columns and automatically optimizes memory usage through data compression. Therefore, it is important for developers to know how to choose a proper data structure and storage strategy to utilize memory usage in Spark applications.

Due to different representations of timestamps and the uniqueness of the time difference calculation, developers can encounter problems when manually processing data that contains timestamps.

The root cause of 1% of the studied problems is related to being unfamiliar with the working principles of distributed algorithms. We find that in some cases, developers encounter challenges in the development process because they do not understand the distributed algorithms used in Spark for machine learning operations. For example, a developer got different results for multiple runs on the same input matrix when he computed SVD (Singular Value Decomposition). An answer explained that even though the SVD computation should be deterministic (i.e., does not rely on random numbers), the final results in Spark are sometimes different. The reason is that every change in Spark may be regarded as non-deterministic and Spark can merge partial results of upstream tasks in any order, which can help applications to get optimal performance in distributed computing. If developers are not familiar with such optimization and apply the algorithm regularly, there may be unexpected results. There may be a need to provide better documentation on helping developers know, from a high-level perspective, the difference between the distributed and non-distributed algorithms when applying machine learning models.

Due to the distributed nature, some machine learning algorithms may be optimized and have slightly different behavior. Developers need to be aware of such differences to avoid issues when developing Spark applications.

Different data processing tasks may have different memory allocation and optimization strategies. Therefore, developers may need to know the inner workings of Spark to utilize the memory allocation in different data processing tasks.

The accepted answer

The root cause of 1% of the studied problems is related to being unfamiliar with the working principles of distributed algorithms. We find that in some cases, developers encounter challenges in the development process because they do not understand the distributed algorithms used in Spark for machine learning operations. For example, a developer got different results for multiple runs on the same input matrix when he computed SVD (Singular Value Decomposition). An answer explained that even though the SVD computation should be deterministic (i.e., does not rely on random numbers), the final results in Spark are sometimes different. The reason is that every change in Spark may be regarded as non-deterministic and Spark can merge partial results of upstream tasks in any order, which can help applications to get optimal performance in distributed computing. If developers are not familiar with such optimization and apply the algorithm regularly, there may be unexpected results. There may be a need to provide better documentation on helping developers know, from a high-level perspective, the difference between the distributed and non-distributed algorithms when applying machine learning models.

Due to the distributed nature, some machine learning algorithms may be optimized and have slightly different behavior. Developers need to be aware of such differences to avoid issues when developing Spark applications.
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4. Discussion and implications of our findings
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4.1. Discussion and implications for researchers
Developers often encounter issues with using or choosing the
correct API in various tasks when developing Spark applica-
tions. Future studies should provide better API recommenda-
tions and usage support. Table 4 shows the root causes of
the different types of problems and their distribution. Insufficient
knowledge of API usage is a common root cause for questions
of various types, including Data Processing, Input and Output,
MLlib, Spark Performance, and Streaming. As we found in RQ3,
choosing the correct API can be a challenging task, especially
given the complex setup of Spark applications (e.g., integration
with many other frameworks). Therefore, future studies should
consider proposing techniques to help developers identify the
correct APIs to use based on the given data processing tasks,
data types, and the used frameworks. Moreover, once the API
is recommended, it would be important to provide support on
choosing the correct API options/parameters for optimal usage.

Environmental and runtime configuration tuning is essential
in the deployment of Spark applications. Future studies are
needed to automatically help developers detect or debug con-
figuration issues. Configuration problems are prevalent and
difficult to resolve (i.e., require more time to answer, as shown
in RQ2). As discussed in RQ3 and shown in Table 4, configuration
issues are common and may occur when developers need to
leverage other frameworks for data storage. Prior studies (Vitui
and Chen, 2021; Xu et al., 2016; Chen et al., 2016) proposed
approaches to tune configurations or detect configuration errors.
However, prior studies often do not consider the complexity of
the composition of big data applications, where the applications
are integrated with other frameworks in a distributed environ-
ment. Furthermore, applications based on Spark can depend on
other software systems in the big data ecosystem, leading to the
challenge in optimizing the configuration. Hence, an automated
tool that helps developers choose and optimize the configuration
of Spark applications according to the product requirements and
cluster setting can effectively assist developers with application
deployment.

Even though Spark provides APIs for interacting with other
frameworks, developers often encounter issues related to
cross-framework access such as data format conversation.
Automated approaches that help developers better handle
framework integration are needed. When developing Spark
applications, developers often integrate the applications with
other data storage frameworks such as HDFS. Therefore, accessing
data of different types across frameworks is a challenging task. As
shown in Table 4, developers often encounter issues related to
data format conversion when reading/storing data across frame-
works or system components. Although Spark provides a schema
to standardize data reading/writing, developers still encounter
data format-related issues. In many cases, developers need to
convert data format manually, which may be error-prone and
increase maintenance effort. Moreover, some APIs (e.g., MLlib)
may even have specific data format requirements. Hence, ap-
proaches that automatically handle data format conversion and
abstraction can better help developers handle data from various
sources.

Developers spend more time solving the performance issues
in Spark. Future research should not only help developers
automatically detect performance problems but also auto-
matically analyze the causes of performance problems for
developers. Although performance issues in Spark development
are not among the major issue types, as shown in RQ2, such issues
require more time to fix. In our manual study, we found that
performance problems are usually solved by tuning parameter
configurations or code optimization. Prior studies (Ren et al.,
2018; Alnafessah and Casale, 2020) often focus on the identifica-
tion and prediction of performance problems. However, once the
issue is found, it may take a long time for developers to resolve
performance issues. Future research is needed to help developers
diagnose the root causes of performance problems in production
environments and provide automated optimization suggestions
based on factors such as deployment settings.

Developers often encounter issues when pre-processing data
or running machine learning models in distributed settings.
Future research should help developers better migrate ma-
chine learning tasks to distributed environments. The machine
learning library (i.e., MLlib) is an important part of Spark. Al-
though Spark aims to abstract the distributed computing de-
tails, developers still encounter various issues. The model train-
ing/inference process in MLlib may be different from other tradi-
tional machine learning libraries (e.g., scikit-learn) due to Spark's

Table 4
The distribution of the root causes of Spark-related questions among the seven uncovered question types. Percentages in the table are rounded up.

<table>
<thead>
<tr>
<th>Question type</th>
<th>Root cause</th>
<th>Number of post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data processing</td>
<td>Not able to know the intermediate processed data due to Spark's abstraction.</td>
<td>243 (56%)</td>
</tr>
<tr>
<td></td>
<td>Insufficient knowledge of API usage</td>
<td>103 (24%)</td>
</tr>
<tr>
<td></td>
<td>Incorrect or incompatible data format</td>
<td>51 (12%)</td>
</tr>
<tr>
<td></td>
<td>Diversity of the representation of timestamps</td>
<td>35 (8%)</td>
</tr>
<tr>
<td>Spark configuration</td>
<td>Complex environmental configuration</td>
<td>106 (70%)</td>
</tr>
<tr>
<td></td>
<td>Incorrect or suboptimal configuration values</td>
<td>45 (30%)</td>
</tr>
<tr>
<td>Input and Output</td>
<td>Integration errors with other data sources</td>
<td>39 (34%)</td>
</tr>
<tr>
<td></td>
<td>Insufficient knowledge of API usage</td>
<td>33 (29%)</td>
</tr>
<tr>
<td></td>
<td>Incorrect or incompatible data format</td>
<td>32 (28%)</td>
</tr>
<tr>
<td></td>
<td>Complex environmental configuration</td>
<td>10 (9%)</td>
</tr>
<tr>
<td>MLlib</td>
<td>Insufficient knowledge of API usage</td>
<td>24 (51%)</td>
</tr>
<tr>
<td></td>
<td>Incorrect or incompatible data format</td>
<td>17 (36%)</td>
</tr>
<tr>
<td></td>
<td>Unfamiliar with the working principle of distributed algorithms</td>
<td>6 (13%)</td>
</tr>
<tr>
<td>Spark performance</td>
<td>Insufficient knowledge of API usage</td>
<td>26 (55%)</td>
</tr>
<tr>
<td></td>
<td>Data distributed computing</td>
<td>11 (23%)</td>
</tr>
<tr>
<td></td>
<td>Lack of knowledge about memory tuning</td>
<td>10 (21%)</td>
</tr>
<tr>
<td>Streaming</td>
<td>Insufficient knowledge of API usage</td>
<td>20 (46%)</td>
</tr>
<tr>
<td></td>
<td>Not able to know the intermediate processed data due to Spark's abstraction.</td>
<td>12 (27%)</td>
</tr>
<tr>
<td></td>
<td>Integration errors with other data sources</td>
<td>12 (27%)</td>
</tr>
<tr>
<td>Spark basics</td>
<td>Lack Basics Knowledge of Spark or programming language</td>
<td>84 (100%)</td>
</tr>
</tbody>
</table>
distributed nature and integration with other data storage frameworks. As we found in RQ3, developers may not be aware that some algorithms may become non-deterministic when running on Spark, which may affect the model output. Also, some APIs in MLlib may have specific data format requirement that is not needed if developers want to train the model in other frameworks. Future studies are needed to provide developers with additional information (e.g., API hints Wang et al., 2021) to highlight the data requirement and behavior of certain algorithms in distributed settings.

4.2. Implication for Spark application developers

Developers should be aware of the potential risks in using long method chains and develop good unit testing habits. We observe that developers commonly make mistakes during data transformation since the data processing is abstracted away from developers. It can be difficult for developers to visualize how a set of data is processed in each step of the data processing pipeline. Wang et al. (2021) propose an approach to log samples of the intermediate data processing results. However, developers should still avoid using long method chaining in a data processing pipeline (e.g., dataframe.filter().groupby().join().distinct()) for better debugging and maintenance.

Developers should carefully study the official Spark programming and API documentation before developing Spark applications. Although Spark aims to abstract the distributed data computation from developers, such abstraction is not always perfect. Some errors may occur if developers use some Spark APIs without knowing the underlying details. As we found in RQ1 and RQ3, developers often use Spark APIs incorrectly or inefficiently, assuming the API usages may be the same as their single-node counterpart (e.g., Python’s Pandas library). Although the official Spark programming and API documentation already highlighted the correct usage, developers may not be aware of them. Therefore, before using a Spark API, developers should check the usage examples in the official documentation to avoid misuse and be aware of the differences with other single-node data processing frameworks such as Pandas. To support developers in developing Spark applications, in RQ3 we analyze the root causes of Spark-related questions and provide guidelines for developers to mitigate potential issues.

4.3. Implication for Spark framework developers

Spark framework developers can improve the Spark official documentation and provide more targeted tutorials based on developers’ needs. During our manual study, we found that the answers for many problems on Stack Overflow can be found in the Spark official documentation. The official Spark documentation is a comprehensive document with detailed explanations and descriptions of each part of Spark development. However, some Spark components may require more experience and technical skills. In our paper, we uncover the most difficult (in terms of time to receive an answer) and common issues for developers. Spark framework developers may leverage the findings and document explicitly the common issues that we find as common pitfalls to avoid. Our findings also highlight the challenges that developers have, and Spark framework developers may consider creating more targeted tutorials to help developers avoid such issues. For example, developers spend the most time on solving configuration issues. Although Spark introduces almost all configuration parameters in the official documentation, the Spark community can provide more explanations and descriptions of the commonly used configurations commonly and how to resolve common configuration issues.

5. Threats to validity

Internal Validity. Threats to internal validity are related to experiment errors or biases. In our study, we rely on studying the Stack Overflow posts to understand the problems that developers have when developing Spark applications. To ensure that the questions are representative, we chose to study the questions with a score higher than zero by following prior studies (Wang et al., 2018; Ponzanelli et al., 2014), which indicates that other developers also upvoted the questions. We study the questions with accepted answers, which may inadvertently exclude a certain types questions, e.g., questions specific to the asker’s environment. However, without an accepted answer, we cannot know the real cause and solution to the problem. We also exclude the questions without code snippets, since we want to study the code snippets to better understand the root causes and fixes. We manually studied 1000 Spark-related posts. To reduce biases in our manual study process, two authors independently categorize the posts. Any difference is discussed until a consensus is reached. We computed the Cohen’s Kappa and found the agreement value is high (0.825). To measure the popularity and difficulty of the studied Spark questions, we need to extract some representative metrics. To minimize the threat that the metrics may not be representative, we follow previous studies (Yang et al., 2016; Rosen and Shihab, 2015; Bajaj et al., 2014; Nadi et al., 2016) and use the same metrics to measure popularity and difficulty. We also normalize the metrics based on the year that a question was first posted, since elder questions may receive more votes or view counts by nature. We find that, the ranking of the categories of the questions remain stable before and after the normalization.

External Validity. Threats to external validity are related to the generalization of our results. Since there are over 12,000 Spark-related posts after the filtering process, it is manually infeasible to study all of them. Therefore, we chose to study a statistically significant sample. To increase the generalization of our sampled data, we conduct the study on 1000 randomly selected posts, resulting in a statistically significant sample using a 95% confidence level and 3% confidence interval. Although we have a relatively large sample, it is difficult to guarantee that our samples cover all types of problems. Some problems with very small percentage in our sample data are also hard to guarantee that there is the same percentage on the entire dataset. There may also exist a certain degree of subjectiveness and ambiguities during the manual study process. To reduce this threat, the two authors independently studied the posts and discuss the categorization result.

6. Conclusion

Due to the increased data size, developers start to leverage big data frameworks such as Apache Spark for data processing and analysis. Although Spark abstracts the underlying distributed data computation details, there may still be issues caused by the abstraction and other challenges associated with big data development. To understand the challenges that developers encounter and help inspire future research direction, in this paper, we conduct an in-depth study on the issues that developers encounter when developing Spark applications. We sample 1000 Q&A posts from Stack Overflow and conduct a detailed manual analysis on each post. We classified the problems into 11 categories and found that data processing is the most common problem that developers. We also found that developers often encounter issues related to framework integration (e.g., integrate Spark applications with HDFS) and configuration. Then, we computed the view counts and the time it takes to receive the first accepted answer to study the popularity and difficulty of the
questions in different categories. We found while data processing and basic Spark questions receive more view counts, they tend to be solved within an hour. On the other hand, questions related to configuration and performance require more time to answer. Finally, we manually derived 11 root causes based on the sampled posts. We found that incorrect/inefficient API usage is a common challenge across various types of questions, including framework integration, data processing, configuration, etc. Our findings summarize the challenges that developers encounter and we discussed the implication of our findings and future research direction in assisting developers with big data development.

CRediT authorship contribution statement

Zehao Wang: Data curation, Validation, Software, Writing – original draft, Methodology. Tse-Hsun (Peter) Chen: Conceptualization, Data curation, Writing – review & editing. Supervision. Haoxiang Zhang: Writing – review & editing. Shaowei Wang: Writing – review & editing.

Declaraton of competing interest

The authors declare the following financial interests/personal relationships which may be considered as potential competing interests: Miryung Kim, University of California, Los Angeles, miryung@cs.ucla.edu, Christian Macho, University of Klaftengurt, christian.macho@aau.at, Muhammad Ali Gulzar, Virginia Tech, gulzar@cs.vt.edu, Mehdi Bagherzadeh, Oakland University, mgbagherzadeh@oakland.edu, Raffi Khatchadourian, City University of New York, raffi.khatchadourian@hunter.cuny.edu, Lei Ma, University of Alberta, Canada, maelei@acm.org, Ahmed Hassan, Queen’s University, ahmed.cs@queensu.ca, Daniel German, University of Victoria, dmg@uvic.ca, David Lo, Singapore Management University, davidlo@smu.edu.sg, Tian Yuan, Queen’s University, yuan.tian@cs.queensu.ca, Zhengming Jiang, York University, zmjiang@cs.yorku.ca, Hadi Hemmati, University of Calgary, hadi.hemmati@ucalgary.ca, Ying Zou, Queen’s University, ying.zou@queensu.ca, Cor-Paul Bezemer, University of Alberta, bezemer@ualberta.ca, Chuan Luo, Microsoft Research, chuan.luo@microsoft.com, Shilin He, Microsoft Research, shilin.he@microsoft.com, Qingwei Lin, Microsoft Research, qlin@microsoft.com, Dongmei Zhang, Microsoft Research, dongmei@microsoft.com, Also people from Concordia University, University of Manitoba, Queen’s University, and Huawei.

Data availability

We have shared the Github link to our data in the paper.

References


Zehao Wang is a Ph.D. student in the Department of Computer Science and Software Engineering at Concordia University. Montreal, Canada. His research interests include empirical software engineering, data analysis, and software performance. His work has been published in conferences, such as ICSE, and FSE. He served as a program shadow committee member for MSR. He obtained his B.Sc. from Xidian University and M.Sc. from Concordia University. More information at: https://zehaowang00.github.io/.

Tse-Hsun (Peter) Chen is an Associate Professor in the Department of Computer Science and Software Engineering at Concordia University, Montreal, Canada. He leads the Software Performance, Analysis, and Reliability (SPEAR) Lab, which focuses on conducting research on performance engineering, program analysis, log analysis, production debugging, and mining software repositories. His work has been published in flagship conferences and journals such as ICSE, FSE, TSE, EMSE, and MSR. He serves regularly as a program committee member for international conferences such as ASE, ICSE, ICSME, SANER, and ICPC, and he is a regular reviewer for software engineering journals such as EMSE and TSE. Dr. Chen obtained his B.Sc. from the University of British Columbia, and M.Sc. and Ph.D. from Queen’s University. Besides his academic career, Dr. Chen also worked as a software performance engineer at BlackBerry for over four years. Early tools developed by Dr. Chen were integrated into industrial practice for ensuring the quality of large-scale enterprise systems. More information at: http://petertsehsun.github.io/.

Haoxiang Zhang is a researcher at the Centre for Software Excellence at Huawei Canada. His research interests include empirical software engineering, mining software repositories, and intelligent software analytics. He received a Ph.D. in Computer Science from Queen’s University, Canada. He received a Ph.D. in Physics and M.Sc. in Electrical Engineering from Lehigh University, and obtained his B.Sc. in Physics from the University of Science and Technology of China. Contact haoxiang.zhang@acm.org. More information at: https://haoxianghz.github.io/.

Shaowei Wang is an assistant professor in the Department of Computer Science at University of Manitoba. He leads the Software Management, Maintenance, and Reliability Lab (Mamba). His research interests include software engineering, machine learning, data analytics for software engineering, automated debugging, and secure software development. His work has been published in flagship conferences and journals such as FSE, ASE, TSE, TOSEM, and EMSE. He serves regularly as a program committee member of international conferences in the field of software engineering, such as ICSE, ASE, ICSME, SANER, and ICPC, and he is a regular reviewer for software engineering journals such as JSS, EMSE, and TSE. He received several distinguished reviewer awards, such as the Springer EMSE (SE’s highest impact journal) and MSR. He obtained his Ph.D. from Singapore Management University and his B.Sc. from Zhejiang University. More information at: https://sites.google.com/site/wowshaoweiwang/.